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Abstract
Autonomous vehicles (AVs)—and accidents they are involved in—attest to the 
urgent need to consider the ethics of artificial intelligence (AI). The question domi-
nating the discussion so far has been whether we want AVs to behave in a ‘self-
ish’ or utilitarian manner. Rather than considering modeling self-driving cars on a 
single moral system like utilitarianism, one possible way to approach programming 
for AI would be to reflect recent work in neuroethics. The agent–deed–consequence 
(ADC) model (Dubljević and Racine in AJOB Neurosci 5(4):3–20, 2014a, Behav 
Brain Sci 37(5):487–488, 2014b) provides a promising descriptive and normative 
account while also lending itself well to implementation in AI. The ADC model 
explains moral judgments by breaking them down into positive or negative intui-
tive evaluations of the agent, deed, and consequence in any given situation. These 
intuitive evaluations combine to produce a positive or negative judgment of moral 
acceptability. For example, the overall judgment of moral acceptability in a situa-
tion in which someone committed a deed that is judged as negative (e.g., breaking a 
law) would be mitigated if the agent had good intentions and the action had a good 
consequence. This explains the considerable flexibility and stability of human moral 
judgment that has yet to be replicated in AI. This paper examines the advantages and 
disadvantages of implementing the ADC model and how the model could inform 
future work on ethics of AI in general.
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Introduction

Autonomous vehicles (AVs) (Deng 2015)—and accidents they are involved in—
attest to the urgent need to consider the ethics of artificial intelligence (AI). The 
problems that need to be addressed regarding their role in society include the extent 
to which they will be used and the ethical algorithms they will be programmed to 
follow (Wallach 2008). The most notable ethical question discussed so far has been 
whether we want them to behave in a ‘selfish’ (i.e., protect the owner and their prop-
erty at all costs) or utilitarian manner (i.e., reduce the number of lives lost at all 
costs). Indeed, Shariff and colleagues argue that “[p]eople are torn between how 
they want autonomous vehicles to ethically behave; they morally believe the vehi-
cles should operate under utilitarian principles, but prefer to buy vehicles that prior-
itize their own lives as passengers” (Shariff et al. 2017). Thus, society is faced with 
an ethical quandary, which could be resolved by several ways (Waldrop 2015). One 
is considering the impacts of varying levels of autonomy in vehicles on society (e.g., 
stopping short from fully autonomous vehicles). Another is addressing future social 
changes that seem necessary to incorporate AVs (e.g., separate lanes). A final option 
is considering alternative models of moral decision making for implementation in 
AIs. The latter approach is taken up in this article.

As noted above, work with AI in general, and AVs, in particular, was domi-
nated by the use of utilitarianism. Utilitarianism is the ‘go-to’ ethical framework 
for implementing algorithmic responses for AVs. However, it is also the basis of 
empirical work (e.g., surveys) framing public opinion on the behavior of AVs in dif-
ferent morally significant situations (Bonnefon et al. 2016). As noted above, rather 
than focusing on a single moral system like utilitarianism, there is a need to offer 
alternative approaches that adequately capture the flexibility of human moral judg-
ment. One possible way to approach implementing ethics for AVs would be to draw 
on recent work in neuroethics. This would have the advantage that AV technology 
would be appropriately grounded on research that probes human moral judgment 
and decision making, thus avoiding outlandish top-down or machine-learning out-
comes1 and promoting better integration into society.

The agent–deed–consequence (ADC) model (Dubljević and Racine 2014a, b) 
provides a promising descriptive and normative neuroethical account while also 
lending itself well for implementation in AVs. The ADC model explains moral judg-
ments by breaking them down into positive or negative intuitive evaluations con-
cerning the Agent, Deed, and Consequence, as well as by framing the evaluation 
as ‘high-’ or ‘low-stakes’ in any given situation (see Dubljević et al. 2018). These 
intuitive evaluations combine to produce a positive or negative judgment of moral 
acceptability. For example, the overall judgment of moral acceptability in a situa-
tion in which someone committed a deed that is judged as negative (e.g., breaking 

1 For instance, machine learning makes learned ethical rules opaque, thereby making transparency 
impossible. Additionally, disambiguating ethical from unethical discriminations or generalizations is no 
simple task, as the examples of racist chat-bots attest to. See Abel et  al. (2016). See also Misselhorn 
(2018).
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a rule) would be mitigated if the agent had good intentions and the deed had a good 
consequence. This explains the considerable flexibility and stability of human moral 
judgment, which has yet to be replicated in AVs (or any AI for that matter).

Further empirical work would be useful to determine the moral weight people 
assign to each ADC category in different situations. This data could be used when 
implementing ethics codes into AVs to ensure that it aligns with common human 
perceptions of morality in specific cases, but the way in which ethics is implemented 
will need to be complicated enough to adequately reflect the nuances present in 
human moral judgment. This paper examines the advantages and disadvantages of 
implementing the ADC model in AVs. It will first introduce the moral challenge 
that must be resolved if AVs are to share the road with humans. Then, it will explain 
how the ADC model of moral judgment can be used as a solution of the problem of 
an ethics code for use in AVs. Finally, it will review and refute several objections 
regarding computability, feasibility, relevance and weaknesses of the ADC model.

The Moral Challenge of AVs

Little progress has been made in determining what would amount to the single 
best moral framework. Moral frameworks that have been explored for implemen-
tation in AI so far are largely deontological. These frameworks include Asimov’s 
Laws of Robotics (see Anderson 2008; Wallach 2008), Kantian moral theory (Pow-
ers 2006), Rossian prima facie duties (Anderson and Anderson 2007), and Rawl-
sian difference principle (Leben 2017). Virtue ethics has also been proposed as a 
framework for machine ethics (Wallach and Allen 2008, see also Tonkens 2012), 
and so has Aquinas’s doctrine of double effect (Bonnemains et al. 2018). Additional 
approaches include profession-specific ethics codes (see Anderson et al. 2006; Den-
nis et al. 2016), general (deontic) logicist models (Bringsjord et al. 2006) and rein-
forcement learning models (Abel et al. 2016). However, in current discussions about 
the ethical codes for AVs specifically (as opposed to machine ethics in general), a 
utilitarian framework (Grau 2006) along with trolley-like dilemmas (Bonnefon et al. 
2016) reworked into traffic incidents involving AVs is becoming dominant (Awad 
et al. 2018). Indeed, it seems that the future of AVs crucially depends on whether 
corporations will have their way in designing them for limiting financial or legal 
liabilities, or AVs will guard their passengers no matter the circumstances (‘selfish 
AVs’ in further text), or some sort of utilitarianism will be programmed into all AVs 
(see Fournier 2016). To anyone who thinks that utilitarianism does not adequately 
capture the intuitive moral sense of humans, this sounds like a grim prospect. At the 
same time, accidents involving AVs are, to some extent, a result of humans not fol-
lowing rules.2 For instance, in the highly publicized fatal 2016 Tesla autopilot acci-
dent, the death of 40-year-old Joshua Brown was caused when a driver of a freight 

2 This problem is not limited to AVs. A recurring theme in machine ethics is that humans will break 
rules and this makes for implementing ethics in AI “very challenging” (Bringsjord et al. 2006, p. 12). See 
also Abel et al. (2016).
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truck turned left at an intersection without giving priority to the AV (Singhvi and 
Russel 2016). This leads to a question on when AVs should be programmed to per-
form actions contrary to rules, such as swerving into the opposite lane to avoid an 
otherwise unavoidable crash.

Work with utilitarian AVs is trying to answer this exact question, and yet many 
fault utilitarianism with justifying immoral actions (see also Fournier 2016). More 
importantly in this case, the blindness of utilitarian AVs to moral considerations 
other than consequences would at best inadvertently cause serious problems, and at 
worst be exploited by malicious actors for nefarious purposes. Consider the example 
of vehicles used as weapons. If five terrorists3 use a truck to ram into pedestrians and 
run headlong into AVs, the utilitarian or selfish AVs sharing the road with humans 
would only exacerbate the problem. Namely, they would be programmed to either 
save more lives (for utilitarian AVs) or their passenger(s) and property (for selfish 
AVs) in each separate instance of collision, and terrorists could then trick AVs into 
doing their bidding by their sheer number and weight. Pedestrians (individuals and 
those in small groups) would likely take the brunt of the damage in each and every 
instance of such ‘moral’ decision-making of AVs. For instance, the choice of either 
colliding with a pedestrian or with the truck with five people onboard would predict-
ably yield the decision to collide with a pedestrian (to minimize damage to the AV 
or to prevent more lives being lost, respectively), even though this is exactly what 
the terrorists are hoping to accomplish. This example is not idle nor far-fetched in 
the least. For instance, in 2016, a 19-tonne cargo truck was deliberately driven into 
crowds of people celebrating Bastille Day in Nice, France (see Hopkins et al. 2016). 
The attack lasted 5 min, spanned almost 2 km, and the final tally of innocent vic-
tims amassed to 86 dead (not including the perpetrator) and 458 injured. Such terror 
attacks will become much worse if committed when utilitarian or selfish AVs share 
the road.

Therefore, it is safe to assert that programming AVs with a functional equiva-
lent of a moral theory that is abhorrent in certain situations is at best problematic. 
Indeed, as Awad and colleagues admit, “any attempt to devise [AI] ethics must be 
[…] cognizant of public morality” (Awad et  al. 2018, p. 59). Recent research on 
human moral decision making reveals that none of the major moral frameworks 
(such as utilitarianism) can by themselves explain the stability and flexibility of 
moral judgment, which needs to be somehow replicated if AVs are to share the road 
safely with humans. Yet, when the three dominant moral frameworks are combined 
together as in the ADC model of moral judgment, there is an outstanding level of 
stability and flexibility in both high and low stakes situations—a finding that is con-
sistent between lay and expert moral judgments (see Dubljević et al. 2018). The pur-
pose of this paper is to argue that the ADC model of moral judgment can be used as 

3 For purposes of this argument, the label ‘terrorist’ is used for any malicious actor that deliberately 
targets civilians, regardless of the ideology. So, ‘ISIS’ fighters, white supremacists and even individuals 
targeting others to protest their ‘involuntary celibacy’ all fall under the same term. Even though there is 
no space to argue for that here, utilitarianism fails to incorporate any kind of malicious intent, and would 
be likely exploited even more frequently in less tragic ways, say to commit acts of vandalism. I am grate-
ful to Kevin Richardson for constructive comments that prompted me to make this clear.
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a viable alternative for implementation in AVs as the basis for machine learning in 
an AI hybrid approach.4 But what is the ADC model of moral judgment?

The ADC model gives an explanation of the stability and flexibility in moral 
judgment in terms of a balance of intuitions. Moral judgment relies on at least three 
different sets of moral intuitions: evaluations (positive vs. negative) of the character 
of a person (the agent-component, A), their deeds or actions (the deed-component, 
D), and the consequences of these actions (the consequences-component, C). Most 
untrained individuals do not have explicit knowledge of ethics, and yet their intui-
tive moral judgments correspond to certain moral precepts from ethical theories 
(Dubljević and Racine 2014a, b), such as virtue ethics, deontology, and consequen-
tialism. Hence, in the example of breaking rules given above, the overall balance of 
moral intuition which relies on evaluations of agents, deeds, and consequences is 
integrated and might result in overriding rule-following in certain instances. There-
fore, a wrong deed can be more acceptable if both the character of the person (the 
agent) and the consequences of the action are positive. The model provides formu-
las (see Dubljević and Racine 2017) for representing such situations (e.g., [A +], 
[D −] and [C +] = [MJ +] or positive moral judgment). Finally, the ADC model pre-
dicts that the intuitive plausibility of three major types of ethical theory (virtue eth-
ics, deontology, and consequentialism) rests on the intuitive evaluations of A, D, 
and C respectively, that the explicit moral precepts from these theories can be suf-
ficiently dissociated from each other and operationalized by using survey method-
ology. In fact, the ADC approach has a considerable advantage over other empiri-
cal approaches to moral judgment, as it explores both high stakes (i.e., involving 
life-threatening dilemmas) and low stakes situations (i.e., non-life threatening moral 
dilemmas). Indeed, the ADC model has been empirically confirmed in a recent study 
which operationalized intuitive aspects of all three moral theories with 152 profes-
sional philosophers and 1314 lay people with no training in ethics (Dubljević et al. 
2018). This approach is an improvement to previous work, which has been limited to 
contrasting only two moral theories (see Christensen and Gomila 2012 for a review).

4 Hybrid approaches avoid the difficulties in both top-down (programming rigid rules) and bottom-up 
(relying solely on machine learning), and combine their strengths. As Wallach rightly notes “Engineers 
typically draw on both a top-down analysis and a bottom-up assembly of components in building com-
plex automata. If the system fails to perform as designed, the control architecture is adjusted, software 
parameters are refined, and new components are added. In building a system from the bottom-up the 
learning can be that of the engineer or by the system itself, facilitated by built-in self-organizing mecha-
nism, or as it explores its environment and the accommodation of new information.” (Wallach 2008, p. 
468). Additionally, as Bringsjord and colleagues note, implementation must “begin by selecting an ethics 
code C intended to regulate the behavior of R [robots]. […] C would normally be expressed by philoso-
phers essentially in English [or another natural language] […before] formalization of C in some compu-
tational logic L, whose well-formed formulas and proof theory are specified” (2006, p. 3).
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Is the ADC Model Any Better at Providing Solutions for the Moral 
Challenge of AVs?

The purpose of this paper is not to defend the ADC model as a single unified moral 
theory, but only to show how it can be developed as an implementable natural lan-
guage solution to complex socio-moral dilemmas facing AVs. So, it will not be 
argued here that the ADC model explains many of the problems that single fac-
tor moral theories struggle to resolve in terms of specific balances of ADC intui-
tions, similar to the rule-breaking example given above (e.g. that morally good peo-
ple might do bad things or that benefitting the majority might come with horrible 
moral costs), as has been done by Dubljević and Racine in prior publications (e.g., 
Dubljević and Racine 2014a, b).

This paper has a fairly modest aims. First, it asserts that most prior research has 
been dominated by ‘trolley-like’ work, which has the disadvantage of reducing the 
dynamic decisional structure of morality into a simple binary choice. It assumes that 
we need to generate better dilemmas that could be applied in both human and AI 
decision making research and calibration. The most important claim is that the ADC 
model presents a viable alternative, and a major improvement to previous work.5 
But how does the ADC model fare in a vehicle terror attack situation as discussed 
above?

For the sake of the argument, let’s assume that a functional equivalent of moral-
ity in terms of both assessing agents, deeds, and consequences and distinguishing 
between high and low stakes situations is computable—and, in fact, programmed—
into AVs. At the beginning of a 2 km stretch of road shared by pedestrians, regu-
lar vehicles and AVs, 5 terrorists in a truck start ramming pedestrians and running 
headlong into AVs. What would happen?

Well, in the first couple of seconds, the AVs would behave very much like the 
way in which humans behaved in the real-world example or in the situation with util-
itarian AVs: they would try to avoid any casualties. Crucially, however, they would 
register and transmit the information that this particular truck is consistently engag-
ing in ‘high-stakes’ unlawful behavior. After the truck has been tagged as ‘negative’ 
in the system, AVs with no passengers on board (e.g., AV freight trucks) would no 
longer swerve to avoid the truck holding the 5 terrorists if that meant breaking laws 
(i.e., the algorithm would calculate that both [A-] and [D-] are not acceptable). Addi-
tionally, AVs with passengers would not count the five terrorists in any trade-off of 
human lives as having weight over individual pedestrians. Finally, fully autonomous 

5 Unlike trolley problems, which are simple binary choices, vignettes and situations designed for the 
ADC approach have eight distinct versions and can capture weights that people assign to these factors 
in dramatic or mundane situations (see Dubljević et al. 2018). At this point, one can be neutral on the 
computer engineering question of implementation via classical symbol system or connectionist/neural 
network system or even a compatibilist connectionist-simulated-on-classical system. The main concern is 
only that the AVs should be able to encode the ADC model of moral judgment. The problem is still at the 
level of human agreement on a specific code to be implemented. As Bringsjord and colleagues rightly 
note “if humans cannot formulate an ethical code […] [a] logic-based approach is impotent” (2006, p. 
13). I am grateful to Ron Endicott for constructive comments that prompted me to make this explicit.
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AVs with no passengers might actually prevent the truck in question from traveling 
further by creating a road-block. The low-stakes negative consequence of disrupting 
traffic would be overridden by the high-stakes imperatives to detain malicious agents 
and prevent further loss of life. In fact, AVs would behave more like humans, similar 
to a motorcyclist who tried to board the freight truck in the Nice attack but had to 
jump off once the terrorist tried to shoot him (see Hopkins et al. 2016). Such AVs 
would also be much more efficient though, because—unlike humans—they wouldn’t 
panic or fear for their own safety when intervening in malicious acts.

AVs based on ADC would also outperform selfish or utilitarian AVs. Selfish AVs 
would avoid danger to their passengers or damage to property, thus playing into the 
plans of the terrorists. It will be remembered that a ‘selfish AV’ has the choice of 
either colliding head-on with the truck with terrorists or killing a pedestrian which 
is running away on a side-walk. ‘Preventing or minimizing damage,’ along with sav-
ing the passenger would predictably yield a choice of ramming a pedestrian (e.g., 
[1 death + $100 damage vs. 1 death + $20,000 damage]). Similarly, utilitarian AVs 
(whether they carry passengers or not) would calculate every instance of potential 
collision with the truck with 5 terrorists as ‘immoral’ and killing one pedestrian to 
save those 5 terrorists as preferable [e.g., repeated instances of binary decision mak-
ing (1 death vs. 5 deaths)], as programming which recognizes malicious intent is not 
entertained even in principle. Both selfish and utilitarian AVs would actually make 
things much worse since terrorists might plan their attack by knowing the limita-
tions (and rigidity) of AI decision making software implemented in AVs.6

Are There Any Issues with Programming ADC into AVs?

There are several objections that need to be addressed at this point: objections 
questioning the computability, feasibility, relevance and weaknesses of the ADC 
framework for implementation in AI in general and AVs in particular. First of 
all, a fundamental objection would be that moral understanding can’t be modeled 
computationally (see Misselhorn 2018). Indeed, how does one program duties and 
intentions?

In short: one doesn’t. Instead of programming duties and intentions, AI and AVs 
can be equipped with functional equivalents or even ‘limited functional simulacra’ 
of morality.7 Deontological aspects have already been implemented, since AVs have 
a functional equivalent of ‘observing the law’ (D-component in the ADC algorithm). 
Facial recognition technology can be used to implement avoidance algorithms that 
explicitly limit the number of humans that would be hurt in collision situations (C 

6 It is perhaps possible that a more complex version of utilitarian-inspired decision making algorithms 
would fare better in this regard, but to my knowledge, no current work on utilitarian AVs is entertaining 
malicious intent, or the difference between low and high stakes situations, as serious issues for imple-
mentation. I am grateful to Bill Bauer for constructive comments that prompted me to make this clear.
7 I’m grateful to Michael Pendlebury and other audience members at the “Work in progress in philos-
ophy” session at NC State University, on Oct 26th, 2018, for helpful and constructive comments that 
prompted this distinction.
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component in the ADC algorithm). Finally, tagging of malicious actors (as in the 
example above) can be achieved by using the ‘Identification Friend or Foe’ (IFF) 
technology, which has been developed to distinguish between friendly and enemy 
individuals, vehicles or aircrafts in military engagements (Bowden 1985) by using 
transponders and broad characterization categories of ‘friend,’ ‘enemy,’ ‘neutral,’ or 
‘unknown.’ It is possible to use this technology in civilian settings to designate all 
apparently law-abiding human participants in traffic as ‘friend’ (A +), those humans 
(or vehicles) that are harmlessly breaking the law as ‘unknown’ or ‘neutral’ (A?) 
and those engaging in considerable harm (such as ramming pedestrians, but also 
‘hit-and-run’) as ‘enemy’ (A-) who might need to be harmlessly detained if pos-
sible.8 An additional designation of ‘malfunctioning’ could be added into the sys-
tem to facilitate functional equivalents of moral decisions in the hybrid environment 
where AVs share the road with humans. This would still leave issues with the moral 
status of animals involved in traffic accidents and collisions (see e.g., Luetge 2017), 
but for now, it is safe to assert that the ADC model performs better than competing 
frameworks considered for implementation in AVs, namely selfish and utilitarian 
AVs.

A second objection concerns feasibility—how feasible is it to have international 
standardization based on a specific model of moral judgment? Indeed, a significant 
problem emphasized by many authors is that people can’t agree on a single moral 
theory in any given society, let alone in an international context. However, disagree-
ment in the international context is not as big of a hurdle as it may seem at first 
glance. For instance, there is no international agreement on whether vehicles should 
drive on the left side (as in the United Kingdom and some of its former colonies) or 
the right side (as in the rest of the world), and this does not prevent motor vehicles 
from being driven nationally or internationally. On the point of reasonable disagree-
ment on morality within a society, the ADC model actually helps to overcome such 
disagreement because it is not based on any single moral theory but, in fact, system-
atizes the intuitive bases for three major moral theories. The ‘fact of reasonable plu-
ralism’ regarding morality may not need to be resolved at all since the disagreement 
concerns the ‘ultimate’ normative basis for moral theory, whereas there is ample 
agreement on many practical moral matters. This applies to many practical moral 
issues in many countries, ranging from principles of biomedical ethics as devel-
oped in the United States (Beauchamp and Childress 2013) to the ethics code for 
automated driving in Germany (Luetge 2017). On the latter point, Luetge notes that 
“while there was considerable disagreement in the discussions, ultimately, in most 
questions, a consensus in practical matters could be reached” (Luetge 2017, p. 557).

The third objection concerns practical relevance. Namely, one could argue that it 
is inefficient to instantiate a whole IFF technology with ‘transponder tagging’ based 
on the possibility of infrequent events where the technology might be useful. Indeed, 
there were no more ramming incidents in France after the Nice attack, and other 
similar terrorist activities involving vehicles around the world were mostly single 

8 Indeed, ‘hit-and-run’ incidents are the most likely moral situation that AVs will encounter, but the dif-
ference in ‘high-’ and ‘low-stakes’ moral situations is a crucial addition. More on that below.
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instance occurrences. As Shariff and colleagues note, “overreactions risk slowing 
or stalling the adoption of autonomous vehicles” (Shariff et al. 2017). Indeed, if the 
implementation of ADC in AVs required additional technical solutions that were 
costly and rarely useful, this would militate against the adoption of this framework. 
However, the ADC model is far from being useless in day-to-day moral decisions, 
since it explicitly addresses common ‘high-stakes’ problems, such as hit-and-run 
incidents, which would be automatically reported to the police, as well as low-stakes 
moral judgments.

Consider the example of a stalled freight vehicle on a country road with a no-
passing line in the middle. Human drivers immediately assess whether the situation 
is high- or low-stakes with the use of intuition, but the behavioral repertoire of AVs 
is not so adept at problem-solving. Indeed, if we take seriously the lessons learned 
from Asimov’s stories, rigidity in machine principles leads to many practical prob-
lems (see Wallach 2008). In this particular case, utilitarian AVs would simply wait, 
since no lives are in danger. Indeed, several AVs would endlessly wait behind the 
stalled vehicle, causing completely avoidable traffic jams. The ADC framework, 
though, as discussed above, offers a simple solution: if the IFF system is in place, 
the transponder of the stalled vehicle will transmit the ‘malfunctioning’ signal.9 
In the least beneficial scenario, this would allow AVs to infringe rules proscribing 
crossing a no-passing line if no immediate harm would result. In the most beneficial 
scenario, any human passengers that were traveling with that stalled vehicle would 
be tagged as ‘friendly’ and AVs with no passengers might provide them with trans-
portation to the next settlement or safe environment.10

In any case, these and other scenarios need to be tested in a simulated environ-
ment before AVs start sharing the road with humans. Indeed, the situations dis-
cussed here and methods tested with the aid of the ADC model will contribute to 
more valid assessments of moral evaluation for AI in general and AVs in particular. 
This is not to say that the implementation of the ADC model will avoid all irre-
solvable or tragic dilemmas (see Hursthouse 1999). However, at the very least, the 
ADC model will provide a platform for assessment of what went wrong. As Awad 
and colleagues note: “[P]eople’s willingness to buy autonomous vehicles and toler-
ate them on the roads will depend on the palatability of the ethical rules that are 
adopted” (Awad et al. 2018, p. 61).

This leads to the final objection: it could be argued that the weakness of the 
ADC model of moral judgment is that it merely addresses the issue how people 
make moral judgments, and not how they ought to make moral judgments. In 
other words, it could be argued that the ADC model is adequate descriptively, but 
not normatively. This is a recurring challenge that is frequently leveled against 
empirically informed approaches and neuroethics is no exception. It is rooted 
in Hume’s work and later anti-naturalist positions (e.g., Moore). A classical 

9 The assumption here is that implementation of the transponder system would be mandatory at vehicle 
registration for both AVs and regular vehicles.
10 This might need to be qualified with an override preventing those human passengers from taking con-
trol of the AV, so as to thwart any malicious or nefarious plans of exploiting the system.
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philosophical response to Hume’s challenge is the so-called Kant’s dictum: 
‘ought implies can’. Now, there is still some philosophical debate over whether 
Kant in fact argues for the strong or weak version of the dictum, what the proper 
application of it entails and whether Kant’s dictum proves that Hume’s challenge 
is completely false or not (see Spielthenner 2017). However, regardless of such 
controversies, Kant’s dictum is rarely rejected altogether and is, in fact, the basis 
of moderate naturalistic approaches, including Dewey’s pragmatic naturalism 
(see Dewey 1929). Thus, well-conducted empirical research that provides cer-
tain facts about the human condition is admissible in ethical reasoning and may 
have legitimate normative implications. However, critics may be unimpressed by 
falling back to Kant and argue that the ADC model has normative weaknesses 
that make it ineligible for implementation in AVs.

However, it may be prudent first to establish what the real problem is. Histori-
cally, the charge of using illicit reasoning from is to ought has been very useful 
in debunking claims or attempts to misuse some empirical data to reach morally 
repugnant normative conclusions. A good example is racism, which claimed that 
certain crucial moral properties are genetically determined since allegedly some 
races are less intelligent or capable of moral judgment. Another good example is 
sexism, for instance, in the claim that is simply a fact that women are paid less 
than men, and this is as it should be.

The real worry then is about jumping to conclusions, a sort of cautionary tale, 
since further work needs to be added before normative implications of any single 
fact can be imputed. Thus, it is evident in cases where a mere social convention, 
say that women are paid less than men, is reified and made into a sort of natural 
fact, which would somehow or the other justify the normative conclusion that 
women should be paid less than men. Thus, the is-ought gap is a useful philo-
sophical tool for assessing whether any given empirically informed approach 
is normatively unsound. On the other hand, if this was allowed to be a ‘carte 
blanche’, a general ‘debunking’ of any empirically informed discussion, this is 
yet another example of over-reaching. This produces not only counter-intuitive 
but also bizarre conclusions. Let’s say that someone claims that to promote real 
gender equality, men have a moral obligation to give birth. This (widely implau-
sible) example is immediately precluded by Kant’s dictum: ought implies can, 
and since men cannot give birth (a natural fact) no such obligation can hold 
any normative force. The research showing that people do in fact make a moral 
decision in line with the ADC model of moral judgment, and that it incorporates 
normative intuitions underpinning the three dominant moral theories (virtue eth-
ics, deontology, and consequentialism, respectively) gives credence to a prima 
facie assumption that the ADC model is normatively sound. It is then up to the 
critic of the ADC model to provide evidence of normative inadequacy. There-
fore, it is safe to assert now that the ADC model is an improvement to existing 
alternatives and that this will motivate more research that goes beyond the ‘trol-
ley problems’ and takes seriously not only the need to discuss low-stakes moral 
decisions but also the intuitive sources of human moral judgment.
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Conclusion

The ADC model provides a viable alternative to utilitarian or selfish AVs. Unlike 
utilitarian and selfish AVs, which could be exploited for nefarious purposes by 
individuals and groups with malicious intent, the AVs with the ADC model-based 
ethical code would in principle be functionally equipped with recognition of mor-
ally bad agents in the real world. The example of AVs is chosen as the first practi-
cal application of the ADC model for AI, but others are possible as well. Namely, 
if there is agreement that the ADC model is a better alternative for implement-
ing an ethics code into AI than currently available single-focus approaches, then 
we could reasonably expect more applications. However, more work needs to be 
done to ascertain the applicability of such ADC model inspired systems, both in 
terms of surveying public attitudes and in terms of simulating the programming 
of ADC into AI before actual people are impacted. Such work will enrich the 
research on AI ethics.
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